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Abstract 

The current wireless communication system in Iraq faces several 
challenges during users’ handoff, especially with the fast growth of users 
and demands. This is also a global issue; therefore, quality of service 
(QoS) measures have rapidly become more important and developed 
over the years. The complexity of communication between diverse 
applications and underlying QoS architectures leads to these deployment 
problems, which decreases the utility of QoS provisioning. This paper 

studies different QoS aggregation mechanisms in order to improve the 
overall operational efficiency of the multi-homed node. The main QoS 
mechanisms, i.e., IntServ, DiffServ, best-effort, and IntServ-DiffServ 
were investigated and compared thoroughly. Furthermore, it focuses on 
the multi-homed network that aims to develop a scalable system with 
better performance, reliability, and optimized communication networks. 
In this paper, multi-homed network enhancements are carried out with 

the comparable site and host multi-homing. The results show how the 
IntServ-DiffServ has achieved the best overall performance compared 
to the other mechanisms as it combines the advantages of the IntServ 
and DiffServ mechanisms. Another important finding was that the multi-
homing managed to keep the communication going on the multi-homed 
node, whereas the site-multi-homing gave a better overall end-to-end 
latency over the host-multi-homing.

  

1. Introduction 

Recently, various types of equipment are marketed with a wide variety of techniques, aiming to provide all the 
required support to the communication field for simultaneous internet ubiquity [1] [2]. This requires integrating 

more than one technology to achieve the targeted objective [3] [4]. Due to connection losses or network status, the 
communication redirects the path using another interface. Several technologies were merged to utilize the available 
resources, e.g., bandwidth (BW), and to adopt the best technology based on the connectivity type or user’s 
priorities. The network interfaces have various resources and costs, whereas they perform differently with diverse 
accessing ranges. The associated users may decide to nominate several best interfaces of the available network’s 

Iraqi Journal of Industrial Research (IJOIR) 

Journal homepage: http://ijoir.gov.iq 

mailto:@brunel.ac.uk
https://doi.org/10.53523/ijoirVol9I1ID141
http://ijoir.gov.iq/


Iraqi Journal of Industrial Research, Vol. 9, No. 1 (2022) 

 

2 

interfaces and their suitability, especially with wireless communication networks, i.e., mobility and condition 
change [5]. The user equipment (UE) can adopt the best interface or interfaces according to its QoS to obtain the 
best network resources. Internet is globally encountering exploded traffic rates with a wide variety of internet-

demanding applications, which need to be delivered to end systems, networks, and end-users such that they can 
handle while satisfying the constraints imposed by the multimedia applications. The QoS mechanisms present the 
required networking tools to manage and control network resources efficiently. The resources management 
enhances the required services to the data-hungry applications and the exploded number of users, balancing the 
simultaneous network-demanding rates with the availability of resources. This will make use of the trade-off 
between the users’ required QoS and the cost-effectiveness [6], [7]. 

To the best of the author’s knowledge, neither multi-homing nor its applications have been deployed in Iraq yet. 
This comparative study provides a good direction for finding the optimal networking scheme, participating in the 
optimization of communication systems. 

2. Experimental Procedure 

Multi-homing 

The foundational Internet-access technique was single-homing, with which the single-homed network adopts one 
internet service provider (ISP) to access all the targeted ends. The network will deliver poor performance due to 
limited resources, e.g., the scarcity of end-to-end routes due to high demands. The multi-homing technique 
develops a reliable system with better performance, providing the required services [8]. Figure 1 depicts multi-
homing architecture. Furthermore, multi-homing enables the communication networks to deliver highly qualified 
services, and improve the speed and stability of services to the nodes. It reveals the capability of avoiding 

connection failure, providing user-reachability, multi-homing practicability, and ISP selection. Multi-homing can 
be utilized with the mobile IP to obtain reliable and scalable connectivity and achieve the required internet 
ubiquity, leading to enhancing the communication network performance. 

 
Figure (1). Example of Multi-homing technique. 

Multi-homing users associate with multiple ISPs via multiple networks demanding various services. However, the 
user compares the available services provided by multiple ISPs in terms of cost-effectiveness, security, and QoS, 

prioritizing the best ISP [9], [10]. Multi-homing is becoming more preferred for the networks and end nodes; the 
end node can be linked to multiple ISPs to establish reliable internet access. In case of connection failure or 
insufficiency of the internet provider, the node will keep its ongoing internet access connection using another 
associated internet provider alternatively. Besides, this strategy provides load-balancing with the possibility of 
distributing the traffic onto the available number of associated ISP-links.  

Furthermore, the multi-homing technique has associated mechanisms to provide alternative routes upon 
connection failure by redirecting traffic to an available connection and has the required mechanisms to select the 
best route whenever more than one route is available. However, it is essential to achieve a stable connection with 
a smooth handoff. Multi-homing is classified into host multi-homing with which the host has several network 
interfaces, and site multi-homing with which the entire network has redundant paths.  
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This paper is organized as follows; in the next section, we discuss the Quality of Service (QoS) mechanisms, 
comparing the obtained results of using IntServ and DiffServ, to discuss the idea of adopting these models. Then, 
we proceed to discuss QoS mechanisms thoroughly on the basis of communication performance improvement 

under multi-homed networking and fluctuating resource availability, and how to merge these mechanisms within 
the communication network to ensure the delivery of optimal end-to-end QoS to the users. 

Quality of Service Mechanisms: 

The current internet in Iraq cannot assure strength or stability to the QoS; thus, it is logically arguable whether the 
internet can supply an ultimate end-to-end QoS. The diversity of networking technology on the internet is one of 

its most distinguishing features[11][15]. If the prevalence of QoS-capable technology reaches a sufficient degree, 
this implies that the core internet may be able to provide a certain level of service. It is worth noticing that there is 
a multitude of network solutions at the network's edges.  

QoS can be characterized as a set of precisely specified metrics such as data loss, latency, jitter, and network 
resource utilization that are linked to the sensation or notion of quality that a network user has. The most difficult 

aspect of defining QoS as a function of the measures and the human factor is defining it as a function of both. In 
general, when we describe networks, QoS indicates that a user of a service obtains a predetermined network’s 
resources, delivering the users’ packets to the destinations within the given parameters and performance limitations 
[17][19]. 

A) Differentiated Service (DiffServ): 

It is a set of technologies that enable ISPs to provide various types of services to various customers and related 
traffics. The DiffServ is designed to be organized to provide a modular solution to IP QoS goals for a variety of 
applications [20] [20][21]. Its protocols are intended to enable scalable service recognition on the internet without 
requiring a per-flow state or signaling at each hop. 

B) Integrated Service (IntServ): 

Because of current software improvements and the emergence of new services with increased commercial 
activities, QoS and Class of Service (CoS) are supposed to be added to the internet [22]. The rise of various 
spectrum-hungry or latency-sensitive applications necessitates the availability of adequate QoS or other network 
performance assurances. The resource reservation protocol (RSVP) [23] is used in the IntServ proposal to do this. 
The IntServ mechanism has proposed several service types; however, only two of them were defined: 

1. An assured service with a guaranteed scale of BW, a definite end-to-end latency restriction, and no lining-up 
losses for the traffic’s corresponding packets. 

2. A controlled-load service that offers no association quantitative assurances but strives to supply the traffic 
with a service quality that is comparable to a lightly laden network.  

C) IntServ-DiffServ: 

The telecom community adopts the assumption that IntServ and DiffServ mechanisms cannot support a multiple 
services network architecture. As a result, a proposal was made to merge the two mechanisms, employing the 
IntServ at the network's edge and DiffServ within the core network. The most used reference model for supporting 
the IntServ-DiffServ collaboration in the state-of-the-art involves a DiffServ area in the center of two IntServ-
supported regions. Edge routers (ER) and border routers (BR) are the interface networks devices between the two 
areas. As illustrated in Figure (2), the ER is close to the DiffServ areas, whereas the BR is within the DiffServ 
area. 
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Figure (1). IntServ-DiffServ architecture. 

The simulation results are based on the Network Simulator (NS2) [24][25]. The simulation scenarios are 
implemented as follows; the correspondence node (CN) sends information to the multi-homed network or the 
multi-homed node over the core network (Figure 2). The received traffic performance will be investigated, 
concerning single or multi-homed destinations. In both cases, the QoS is going to be carried out within the network; 
traffics of best-effort (no QoS guarantees), DiffServ, IntServ, and IntServ-DiffServ are all options. On the one 
hand, the destination has a single interface and is single-homed (router or node). The destination, on the other 
hand, will be a multi-homed router (i.e., site multi-homing) or a node (host multi-homing) with multiple interfaces 

to connect with the CN and compare the overall results. These scenarios are implemented as; the end-node is 
connected to several interfaces (i.e., in the case of the multi-homed node) and the link goes down every five 
seconds. As a result, the node needs to switch from one link to another in order to keep the communication going. 
The links are of different QoS’s, starting from best-effort link to DiffServ only link, then IntServ link, and finally 
IntServ-DiffServ link. 

This paper studies the main parameters to evaluate the overall network performance, i.e., the throughput of 
producing packets, end-to-end latency, packet processing time at intermediary nodes, and disconnecting jitter. 

3. Results and Discussion 

A) QoS mechanisms with site multi-homing 

Case 1: investigating the communication that takes place between the CN and the multi-homed Router (i.e., the 

Destination), which has multiple interfaces to communicate with the CN. The router is connected to the other 
nodes in the network, and it is responsible for the node registration while the network moves from one point to 
another. 

A1: Throughput of generating packets at CN: 

It studies the producing packets’ throughput at the CN against the simulation time. Figure (3) shows the same start 

with all the mechanisms' links, starting with the best-effort; then the link breaks down after 5 seconds, and the 
packet will either continue to use its link once recovered, or redirect the packet into another mechanism’s link, 
with each link performing differently, as follows: The best-effort traffic is still down (shows a sharp drop) after 5 
seconds, pending for link recovery and register again, so it will be recovered after 32 seconds. The IntServ and 
IntServ-DiffServ traffic show better starting results, whereas DiffServ delivers lower throughput at the early 
starting time. When connection failure occurs again at 20 seconds, the IntServ mechanism shows a steep decline 
in throughput as it prepares to move to a best-effort link that takes longer to register. Thus, all other links elect to 

stay on the same link rather than switching to the best-effort link. 
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Figure (3). Throughput of generating packets at CN vs. time. 

Since we adopt different policies (that is due to the DiffServ routers attempt to provide the best service to CN-to-
destination packets), the DiffServ mechanism appears to have more drops than the other three mechanisms, as it 
shows a sharp drop at the second 15, however, the link changes its policy, causing this instant drop. In general, the 
DiffServ technique increases the pressure on the link as well as the CN's core, and edge queues, resulting in more 
drops. 

A2: Simulation event time vs. jitter 

The IntServ-DiffServ mechanism provides greater overall throughput than the other three mechanisms in terms of 
slowly dropped throughput and quick network recovery when a link fails. Figure (4) shows a clear distinction 
between the two cases: both cases show the identical start of the simulation jitter. However, the jitter jumps in the 
single-homed scenario when the initial link is disconnected. 

 
Figure (4). Jitter vs. Simulation event time. 

 
On the other hand, the jitter stays around the same values in the case of the multi-homed router as the router has 

the ability to switch to another interface. All the named protocols show almost a similar simulation jitter in the 
multi-homed router; however, the single-homed router didn’t cope with the link failure. 

A3: End-to-end Latency vs. simulation event time 

The multi-homed destination is associated with the four mechanisms’ links, switching to the most adequate link. 
Figure (5) shows the end-to-end latency throughout the full time. All links started with the best-effort mechanism 

at first, but at the second 5, the best-effort link is turned off. 
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Figure (5). end-to-end Latency vs. simulation event time. 

On the one hand, the DiffServ has greater latency than the IntServ and IntServ-DiffServ mechanisms, showing an 
instant spike when changing its link to a different policy in the second 15. However, the IntServ and IntServ-
DiffServ mechanisms perform similarly during the seconds (5 - 20), whereas the IntServ shows a greater latency 
due to the link switching at the second 20. On the other hand, the end-to-end latency at the single-homed node 
stays as it is while the link is off, as the node keeps on trying to get the communication till the link is on again. 

Figure (6) shows the average end-to-end latency of the various QoS mechanisms. The best-effort shows the 
greatest value (0.306797 sec). The DiffServ has greater latency than the IntServ and IntServ-DiffServ mechanisms 
(0.298318 sec). The IntServ-DiffServ reduces the end-to-end latency to (0.292232 sec), whereas the IntServ 
mechanism presents the shortest overall end-to-end latency during the entire implementation time (0.287273 sec). 
 

 
Figure (6). Average end-to-end latency. 

A4: Packet processing time in intermediate nodes 

Figure (7) depicts the long execution time of the best-effort mechanism at the intermediary nodes (1.611 ms), as 
the link goes off and the router keeps on trying to send the data to the CN. The IntServ mechanism shows a massive 
reduction in processing time (0.489 ms) rather than the other three mechanisms, as the IntServ mechanism is added 
at the edge network only. 

Furthermore, the DiffServ has a slightly longer processing time (0.608 ms) than that of IntServ-DiffServ (0.572 
ms), this is due to the DiffServ routers' attempt to provide the best service to CN-to-destination packets, as well as 
the nodes within the CN requiring a longer time to direct the packets based on their priorities to the destinations.  
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Figure (7). Average Packet processing time in intermediate nodes. 

B)  QoS mechanisms in a host multi-homing 

Case 2: the communication happens between the CN and the multi-homed node (i.e., the destination node, which 
will be within the multi-homed router network). The same parameters will be studied in order to evaluate the 
overall performance of the node (i.e., the multi-homed node and the single-homed node) on the same network. 

B1: Throughput of generating packets at CN 

Figure (8) shows the noticeable impact of these parameters on the overall network performance; the results are 
comparable to the finding mentioned in section A1, explaining how the various mechanisms perform regarding 
processing, latency, distances, system throughput, and jitter. 
 

 
Figure (8). Throughput of generating packets at the CN vs. time. 

After the 5th second, the best-effort traffic shows a sharp drop waiting for the link recovery. The performance of 

IntServ and IntServ-DiffServ traffic is superior; however, the DiffServ mechanism has a lower throughput in the 
early stages of the simulation. The DiffServ has more drops compared to the other mechanisms because it drops 
at the second 15 of the simulation (because the DiffServ routers try to deliver the best service to CN-to-destination 
packets), and the link changes its policy at that time, causing that drop. Accordingly, when compared to the other 
three mechanisms, IntServ-DiffServ provides the highest overall throughput in terms of a slow reduction in 
throughput and quick network recovery upon link failure. 

B2: Simulation event time vs. jitter 

Figure (9) illustrates the similarity of the results compared to the findings mentioned in section A2, explaining 
how the various mechanisms perform and their impact on simulation jitter. The multi-homed node shows a 
relatively steady jitter over simulation time as it can switch between different interfaces. 
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Figure (9). Jitter vs. Simulation event time. 

The single-homed node, on the other hand, failed to do so. As a result, whenever the links fail, the simulation jitter 
increases. 

B3: End-to-end Latency vs. simulation event time 

Again, a similar end-to-end latency result to that in the previous section is shown in figure (10), the end-to-end 
latency for all the time of the host multi-homed destination switches among all mechanisms’ links. 
 

 
Figure (10). end-to-end latency vs. simulation event time. 

The differences in host multi-homing and their effects on end-to-end latency are shown with this scenario, 
significantly when started. The best-effort delivers the lowest end-to-end latency, while it keeps the same failed 
link, waiting for the network to recover it; the latency remains studied until the link recovers the failure. When 
compared to other mechanisms, the DiffServ experiences the longest latency; additionally, it shows an instant 
spike when it changes its link to one of the other policies. The results of the IntServ and IntServ-DiffServ 
mechanisms are similar, whereas the IntServ shows a longer latency once it switches its link at the 20th second of 

simulation time.  

Finally, despite the IntServ-DiffServ mechanism decreasing the end-to-end latency; the IntServ has lower end-to-
end latency of the entire time than those of the DiffServ and IntServ-DiffServ mechanisms. Detailed evaluations 
of the end-to-end latency are shown in Figure (11). 
 



Iraqi Journal of Industrial Research, Vol. 9, No. 1 (2022) 

 

9 

 
Figure (11). Average end-to-end latency 

Similarly, Figure (11) depicts the end-to-end latency of the various QoS mechanisms; the best-effort has the 
shortest latency (0.306797 sec), whereas the DiffServ has a longer latency than the IntServ and IntServ-DiffServ 
mechanisms (0.337702 sec). However, the IntServ-DiffServ mechanism has the longest end-to-end latency 
(0.324056 sec), and the IntServ mechanism has the shortest overall end-to-end latency (0.328821 sec) compared 
with the other mechanisms. 

B4: Packet processing time in intermediate Nodes 

Figure (12) shows that the results are similar to those discussed in section A4. The host multi-homing (compared 
with site multi-homing) clarifies its impact on execution time; The best-effort has a similar processing time to that 
in section A4. The IntServ has a slight reduction in processing time to (0.47 ms), while IntServ-DiffServ has a 
slight reduction in processing time to (0.489 ms). The DiffServ has a slightly longer processing time (0.638 ms) 
as its routers attempt to deliver the best service to CN-to-destination packets. Furthermore, the nodes within the 

CN need a longer time for priority-based packets forwarding to the destinations. Moreover, we can see that host 
multi-homing has the greatest effect on processing time, specifically in the DiffServ and IntServ-DiffServ 
mechanisms, with the processing time reduced noticeably in the IntServ-DiffServ mechanism due to the 
identification of packets with their ID in the IntServ and DiffServ queues. That strategy reduces the time of 
packets’ direction to the targeted destinations. 
 

 
Figure (12). Average Packet processing time in intermediate nodes. 

4. Conclusions 

Despite the several studies for investigating and improving the multi-homed networking techniques worldwide, 
there is still an urgent need in Iraq for a comparative study to address the weak points and state the required 
procedures, developing an appropriate and decent communication system to meet the essential requirements with 

sufficient performance necessarily. Multi-homing technology presents a remarkable enhancement for overall 
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communication performance. The results showed that IntServ and DiffServ were the best two mechanisms that 
outperform all other QoS mechanisms; they sufficiently showed the suitability for multi-homing, whereas these 
two mechanisms could not achieve a permanent end-to-end QoS along with all the connection time. However, the 

IntServ-DiffServ takes full advantage of these two mechanisms. Moreover, the IntServ mechanism might be 
adopted to deliver non-interrupted audio/video communications, accordingly with the DiffServ mechanism to 
deliver low latency and stable service to prioritized communication traffics. The best-effort provides a decent 
service to non-prioritized traffics, e.g., web-based and file-exchange. Aggregately, realizing all the aforementioned 
benefits of the best two mechanisms will explain the pivotal role of their combination strategy to form the IntServ-
DiffServ mechanism. 
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